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Abstract 
 
 Cloud computing is a scalable distributed 
computing environment in which a large set of 
virtualized computing resources, different 
infrastructures, various development platforms and 
useful software are delivered as a service to 
customers as a pay‐as‐you-go manner usually over 
the Internet. In cloud computing, virtual machines 
offer unique advantages to the computing 
community, such as Quality of Service (QoS) 
guarantee, performance isolation, easy resource 
management, and the on-demand deployment of 
computing environments. Virtual machines need to 
be schedule on the cloud for maximize utilization, 
do the job faster and consume less energy. This 
system presents the VM scheduling algorithms 
using backfilling and gang scheduling approaches 
to maximize the VM resource utilization. 
 
1. Introduction 
 
 Cloud  computing  delivers  infrastructure,  
platform,  and software  as  services,  which  are  
made  available  as subscription-based  services  in  
a  pay-as-you-go  model  to consumers.  These  
services  in  industry  are  respectively referred to 
as Infrastructure as a Service (IaaS), Platform as a  
Service  (PaaS),  and  Software  as  a  Service  
(SaaS).  The importance  of  these  services  is  
highlighted  in  a  recent report  from Berkeley as: 
“Cloud computing,  the  long-held dream  of  
computing  as  a  utility,  has  the  potential  to 
transform a  large part of  the  IT  industry, making 
software even more attractive as a service” [16] 
 Clouds [3] aim to resource management and 
scheduling to user applications for the high 
performance computing community. So, Virtual 
machine technology is adopted for high end 
computing to achieve efficient computing resource 
usage. Some technical work has reported that 
virtual machine could be used for scientific 
applications with tolerable performance 
punishment [14], [19]. A virtual machine (VM) is a 
software based machine emulation technique to 
provide a desirable, on demand computing 
environments for users. In virtual machine, an 
effective scheduling strategy is important to meet 

the desired quality of service parameters from both 
user and system perspectives. Specifically, we 
would like to reduce response and wait times for a 
job, maximize the throughput and utilization of the 
system, and be fair to all jobs regardless of their 
size or execution times.  

Various scheduling algorithms such as the 
round-robin, backfilling, and gang scheduling 
algorithms [20] can be implemented in the virtual 
machine deployment process. In this paper, we 
focus on implementing a utilization efficient 
scheduling algorithm for high performance 
computing where virtual machines are dynamically 
provided for executing jobs. With these results, we 
construct a backfilling gang scheduling system, 
called BGS, which fills in holes in the Ousterhout 
scheduling matrix [12] using backfilling. We 
demonstrate that this combined strategy of 
backfilling with gang scheduling (BGS) 
consistently outperforms the other strategies 
(backfilling and gang scheduling separately) from 
the perspectives of responsiveness, slowdown, 
fairness, and utilization. 

The rest of this paper is organized as follows. 
Section 2 describes the related work. In Section 3 
presents virtualization technology on cloud system. 
Section 4 presents scheduling strategies in virtual 
machine. Section 5 describes modeling the VM 
allocation.  Section 6, we describe our proposed 
system. Finally section 7 concludes the paper. 
 
2. Related Work 
 

To deal with underutilization in batch queuing 
systems, backfilling techniques such as EASY are 
often used. Jobs can jump ahead in the queue if 
they do not delay the start time of the first job in 
the queue. Conservative backfilling approaches [8] 
require that upon a backfill operation, no job in the 
queue is delayed in order to maintain fairness. A 
problem with these approaches is their reliance on 
user estimates of job runtimes which are often 
incorrect [15]. Several techniques have been 
proposed to model this runtime in order to tackle 
this problem [17]. 
 Our work is related to gang scheduling [12], 
which also departs from batch scheduling by 
allowing time-sharing of compute resources. In 
gang scheduling, tasks in a parallel job are 



executed during the same synchronized time slices 
across cluster nodes. This requires distributed 
synchronized context-switching, which may require 
significant overhead and thus long time slices, 
although solutions have been proposed [3]. In this 
work we simply achieve time-sharing in an 
uncoordinated and low-overhead manner via VM 
technology. A second drawback of gang scheduling 
is memory pressure, i.e., the overhead of swapping 
to disk [1]. 
 In this paper we present a new scheduling 
strategy consisting of a combination of gang 
scheduling together with backfilling approach. 
Moreover, we show that the performance of gang 
scheduling is dependent on the selected parameters 
of the scheduler and that significant gains are 
achievable. In addition, we address the problem of 
finding a suitable criterion for measuring the 
scheduler performance. 
 
3. Virtualization Technology on Cloud 

System 
 
 The increasing availability of VM technologies 
has enabled the creation of customized 
environments atop physical infrastructures. The use 
of VMs in distributed systems brings several 
benefits such as: (i) server consolidation, allowing 
workloads of several under-utilized servers to be 
placed in fewer machines; (ii) the ability to create 
VMs to run legacy code without interfering in other 
applications' APIs; (iii) improved security through 
the creation of sandboxes for running applications 
with questionable reliability; (iv) dynamic 
provision of VMs to services, allowing resources to 
be allocated to applications on the fly; and (v) 
performance isolation, thus allowing a provider to 
offer some levels of guarantees and better quality 
of service to customers' applications. 
 Virtualization technology has two main 
concepts, virtual machine and virtual machine 
monitor (Hypervisor). Virtual Machine (VM) is a 
software artifact that executes other software in the 
same manner as the machine for which the software 
is developed and executed. Virtual Machine 
Monitor is software that supports multiple virtual 
machines on the same resource. Existing systems 
based on virtual machines can manage a cluster of 
computers by enabling users to create virtual 
workspaces [7] or virtual clusters [9] atop the 
actual physical infrastructure. Clusters of nodes 
managed by a resource allocation system that relies 
on VM technology. The system responds to job 
requests by creating collections of VM instances on 
which to run the jobs. Each VM instance runs on a 
physical node under the control of a VM monitor 
that can limit its resource usage. All VM Monitors 
are in turn under the control of a VM Manager that 

specifies resource usage constraints for all 
instances. The VM Manager can also preempt 
instances, and migrate instances among physical 
nodes. 
 VM technology allows for accurate sharing of 
hardware resources among VM instances while 
achieving performance isolation. The Xen VM 
monitor [13] enables CPU-sharing and 
performance isolation in a way that is low-
overhead, accurate, and rapidly adaptable. 
Furthermore, sharing can be arbitrary. For instance, 
the Xen Credit CPU scheduler can allow three VM 
instances to each receive 33.3% of the total CPU 
resource of a dual-core machine [4]. This allows a 
multi-core physical node to be considered as an 
arbitrarily time-shared single core. Virtualization of 
other resources, such as I/O resources, is more 
challenging but is an active area of research [11]. 
 

 
 Figure 1.Basic concepts of virtualization technology 

 
4. Scheduling Strategies in Virtual 

Machine 
 
 The following strategies are considered for 
scheduling user request that arrive at the system. 
 
4.1Backfilling and Gang Scheduling 
  
 Backfilling only considered space sharing 
scheduling strategies. Backfilling can be used with 
queuing policies such as First come first serve 
(FCFS), Shortest job first (SJF), Best fit (BFit), 
Worst fit (WFit). With backfilling, we can bypass 
the priority order imposed by the policy, as long as 
the execution of a lower priority job does not delay 
the start time of higher priority jobs. However, at 
higher utilizations FCFS performs better than the 
other policies [18]. A weakness of backfilling is 
difficult to estimate job execution time and 
fragmentation may occur. 

Another approach gang scheduling, tasks in a 
parallel job are executed during the same 
synchronized time slices across cluster nodes. Note 
that it is possible to schedule some jobs in multiple 
rows (multiple virtual machines).This can be 
applied together with any prioritization policy. In 
particular, we have shown in previous work [10] 
that gang scheduling is very effective in improving 
the performance of FCFS policies. This is in 



agreement with the results in [18]. We have also 
shown that gang scheduling is particularly effective 
in improving system responsiveness, as measured 
by average job wait time. However, gang 
scheduling alone is not as effective as backfilling in 
improving average job response time. 

Gang scheduling and backfilling are two 
optimization techniques that operate on orthogonal 
axes, space for backfilling and time for gang 
scheduling. It is tempting to combine both 
techniques in one scheduling system. In principle 
this can be done by treating each of the virtual 
machines created by gang scheduling as a target for 
backfilling. Backfilling with gang scheduling 
strategy can compare different scheduling 
strategies. This strategy will consistently 
outperforms the other strategies (backfilling and 
gang scheduling separately) from the perspectives 
of responsiveness, slowdown, fairness, and 
utilization. 

 
5. Modeling the VM Allocation 
  
 This section shows simple scheduling scenario 
to clear illustrate the scheduling policy. Schedules 
for space- and time-sharing of a parallel machine 
can be represented by an Ousterhout matrix, in 
which the rows represent time slices and the 
columns represent processors. In this figure, a host 
with two CPU cores receives request for hosting 
two VMs, and each  one requiring two cores and 
running four tasks units: t1, t2, t3 and  t4  to be    
run  in VM1, while  t5,  t6,  t7, and  t8  to be run in 
VM2. 
 In  Figure  2(a),  a  space-shared  policy  is  used  
for allocating  VMs,  but  a  time-shared  policy  is  
used  for allocating individual task units within 
VM. Hence, during a VM  lifetime,  all  the  tasks  
assigned  to  it  dynamically context  switch  until  
their  completion.  This allocation policy enables 
the  task units  to be  scheduled  at  an  earlier time, 
but significantly affecting the completion time of 
task units that are ahead the queue.  
   In Figure 2(b), a time-shared scheduling is used 
for VMs, and a space-shared one is used  for  task 
units.  In  this case, each VM receives a time slice 
of each processing core, and then  slices  are  
distributed  to  task  units  on  space-shared basis. 
As  the  core  is  shared,  the  amount  of  
processing power available to the VM is 
comparatively lesser than the aforementioned  
scenarios.  As task  unit  assignment  is space-
shared, hence only one task can be allocated to 
each core, while others are queued. 
 

 
          (a) 

 
        (b) 
Figure 2.  Effects  of  space and time sharing  scheduling  
policies on  task execution:    (a) Space-shared  for VMs 
and  time-shared for  tasks,  (b) Time-shared  for VMs, 
space-shared for tasks 
 
6. Proposed System Architecture 
 
 This section describes the proposed system for 
virtual machine scheduling.VM scheduling 
techniques on cloud environment are power 
efficient, utilization efficient and cost efficient 
(VM co-location). This system emphasizes on 
resource utilization efficient VM scheduling.   
 The proposed system supports two levels. First, 
at the VM level and second the host level. At the 
VM level, the VMs assign specific amount of the 
available processing power to the individual task 
units that are hosted within its execution engine. At 
the host level, it is possible to specify how much of 
the overall processing power of each core in a host 
will be assigned to each VM. At each level, this 
system uses backfilling with gang scheduling 
policies. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure3. System Architecture of the proposed 
system 
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7. Conclusion 
 
 It has been widely accepted that virtual 
machines can be employed as computing resources 
to build a distributed system for high performance 
computing. So, virtual machine scheduling and 
resource allocation is essential in cloud computing 
environment for maximize resource utilization and 
minimize job’s execution time. This paper present 
an integrated strategy called BackfillingGang 
Scheduling (BGS), which combines backfilling (on 
a FCFS job arrival queue) with gang scheduling. 
We show how this integrated strategy outperforms 
a system which uses just backfilling or just gang 
scheduling over sufficient to significantly improve 
the flow time and increase the machine utilization. 
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